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Abstract. In this paper, a problem of integrating density functions is considered. First, the Bregman divergence in the space of positive finite measures is introduced, and properties of consistent subspaces and well-behaved parametric models associated with the Bregman divergence is investigated. Based on those results, a natural method for integration of estimates from the Bregman divergence is derived.
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1. INTRODUCTION

In recent years, the Bregman divergence receives a considerable attention in machine learning and statistics [4, 6, 8, 10, 12, 13]. In the machine learning community, the Bregman divergence is widely noticed as a class of well-behaved surrogate loss functions, and various effective algorithms are proposed based on it. In the statistical community, its robust properties are intensively investigated, and various probability estimation methods under heavy contamination are proposed. Thus we have a number of methods for finding a single estimate based on the Bregman divergence.

When we have various estimates from different data sets, we sometimes need to integrate them appropriately. For example, if we have too many data to train our probability models, we take a “divide and conquer” strategy in order to reduce computational burden and time. We partition data into small portions, train multiple models with different portions of data, and concatenate trained models in some way. Another example is a case of aggregating multiple opinions of experts. Assume that experts are trained by their individual experiences and express their opinions in the form of probability distributions. To make the final decision, we have to aggregate the experts’ distributions in some way. Thus, integration of probabilities is not a strange or unusual situation in statistical inference and machine learning [2, 7, 9, 11].

In this paper, we discuss integration of multiple density functions of positive finite measures estimated from the Bregman divergence. We consider the case that each density function is estimated based on a different and independent data set. By investigating properties of the Bregman divergence and associated models, we try to derive a natural way of integrating multiple density functions. The rest of paper is organized as follows. In section 2, we give a definition of the Bregman divergence in a space of positive finite measures in two different ways, and in section 3, we define three subspaces in which consistent estimation is guaranteed based on the property of the Bregman divergence. In section 4, a parametric model associated with the Bregman divergence is introduced, and its property is investigated in terms of so-called Pythagorean relation. In section 5, two mixtures of density functions are considered and their characterization is discussed. Our main results for integrating density functions are given in section 6, and section 7 is devoted for concluding remarks.

2. BREGMAN DIVERGENCE

We start from a formal definition of the Bregman divergence. Let $U$ be a monotonically increasing convex function on $\mathbb{R}$, and the derivative of $U$ is denoted by $u$. Let $\Xi$ be the Legendre transform of $U$,

$$
\Xi(\zeta) = \sup_{z \in \mathbb{R}} z\zeta - U(z),
$$

and the derivative of $\Xi$ is denoted by $\xi$.

In this paper, a transformation of $f$ by $T$ is called $T$-representation of $f$, and we mainly consider following two representations,

$$
\begin{align*}
(1) \quad m\text{-representation:} & \quad f = id(f), \\
(2) \quad u\text{-representation:} & \quad \tilde{f} = \xi(f),
\end{align*}
$$

where $id$ is the identity function. Using both representations, $f$ is written in two different forms as

$$
f = id(f) = u(\tilde{f}).
$$

Note that the $m$-representation is a trivial transformation, however, a pair of the $m$- and $u$-representations plays an important role in order to understand dualistic properties of the Bregman divergence as shown in later.

Now we give a definition of the Bregman divergence.
Definition 1. A quadruplet \((U, \Xi, u, \xi)\) defines the Bregman divergence between points \(f\) and \(g\) as
\[
d_U(f, g) = \Xi(f) + U(\hat{y}) - f\hat{y}.
\]

Observing
\[
\xi(\zeta) = u^{-1}(\zeta)
\]
from its definition and
\[
U(z^\prime) - U(z) \geq u(z)(z^\prime - z)
\]
from the convexity of \(U\), the positivity of the Bregman divergence
\[
d_U(f, g) = U(\xi(f)) - U(\xi(g)) - f(\xi(g) - \xi(f)) \geq 0
\]
is easily confirmed.

In the rest of the paper, we consider a space of density functions of positive finite measures on \(\mathcal{X} \subset \mathbb{R}^n\) under a carrier measure \(\mu\), that is defined as
\[
\mathcal{M} = \left\{ m(\mathbf{x}) \mid m : \mathcal{X} \rightarrow \mathbb{R}_+, \int m(\mathbf{x})d\mu(\mathbf{x}) < \infty \right\}.
\]

For descriptive simplicity, we introduce a notation for the inner product of \(f\) and \(g\) under \(\mu\) as
\[
\langle f, g \rangle = \int f(\mathbf{x})g(\mathbf{x}) \, d\mu(\mathbf{x}),
\]
and also we abusively use it as
\[
\int f(\mathbf{x}) \, d\mu(\mathbf{x}) = \langle f, 1 \rangle = \langle f \rangle.
\]

For example, \(\mathcal{M}\) is simply written as
\[
\mathcal{M} = \left\{ m(\mathbf{x}) \mid m : \mathcal{X} \rightarrow \mathbb{R}_+, \langle m \rangle < \infty \right\}.
\]

Let \(P\) and \(Q\) be positive measures on \(\mathcal{X}\), and let \(p\) and \(q\) be density functions of \(P\) and \(Q\), respectively. To measure the discrepancy between \(P\) and \(Q\), we define the Bregman divergence on \(\mathcal{M} \times \mathcal{M}\) as follows.

Definition 2 (Bregman divergence). For \(p, q \in \mathcal{M}\), the Bregman divergence is defined by
\[
D_U(p, q) = \int d_U(p(x), q(x)) \, d\mu(x) = \langle d_U(p, q) \rangle.
\]

Using the above extended entropies, the Bregman divergence is written as the difference between those entropies.

Definition 4 (Bregman divergence). The Bregman divergence between \(p\) and \(q\) in \(\mathcal{M}\) is defined by
\[
D_U(p, q) = H_U(p, q) - H_U(p).
\]
Both of Eqs. (9) and (12) give the same definition.

Example 1. The followings are important examples of the convex function \(U\).

- exponential (Kullback-Leibler divergence)
\[
U(z) = \exp(z), \quad \Xi(z) = z(\log(z) - 1), \quad u(z) = \exp(z), \quad \xi(z) = \log(z).
\]

- \(\beta\)-type (\(\beta\)-divergence)
\[
U(z) = \frac{1}{\beta + 1}(\beta z + 1)^{\frac{\beta + 1}{\beta}}, \quad \Xi(z) = \frac{\zeta^{\beta + 1}}{\beta(\beta + 1)} - \frac{\zeta}{\beta}, \quad u(z) = (\beta z + 1)^{\frac{1}{\beta}}, \quad \xi(z) = \frac{\zeta^{\beta} - 1}{\beta}.
\]

- \(\eta\)-type (\(\eta\)-divergence)
\[
U(z) = (1 - \eta)\exp(z) + \eta z, \quad \Xi(z) = (\zeta - \eta)\left(\log\frac{\zeta - \eta}{1 - \eta} - 1\right), \quad u(z) = (1 - \eta)\exp(z) + \eta, \quad \xi(z) = \log\frac{\zeta - \eta}{1 - \eta}.
\]

3. Consistent Subspaces

So far, the Bregman divergence is defined in the space of the positive measures, however, we sometimes need to consider certain constrained subspaces of the positive measures in the context of statistical inference or machine learning. This is because an appropriate constraint helps us to construct a simple and effective algorithm. A typical example is the AdaBoost algorithm [5, 10], in which a combined classifier is searched in a specific subspace described with a moment matching condition under empirical distribution, which will be introduced later.

A fundamental subspace of \(\mathcal{M}\) is a space of probability densities defined as
\[
\mathcal{P} = \left\{ p(\mathbf{x}) \mid p \in \mathcal{M}, \langle p \rangle = 1 \right\}.
\]
where the total mass of the measure is constrained to unity. This subspace is referred as a normalized subspace or a statistical subspace.

In addition, we consider the following two different constrained subspaces. One is called a moment matching subspace [10, 13], in which the inner product between the u-representation of the measure and a certain fixed measure \( p_0 \) is constant,

\[
Q = \left\{ q(x) \mid p \in M, \langle p_0, q \rangle = \text{const.} \right\},
\]

where const. is typically set to 0, and the reference point \( p_0 \) is indicated as \( \mathcal{Q}(p_0) \) if necessary. The other is called a constant volume subspace [13], in which the volume of the u-representation measured with respect to \( U \) is constant,

\[
\mathcal{R} = \left\{ q(x) \mid p \in M, \langle U(p) \rangle = \text{const.} \right\}.
\]

In the following, the closest point from a point \( p \) in terms of \( D_U(p, \cdot) \) is called U-estimate of \( p \). The U-estimate in the subspace \( Q \) or \( \mathcal{R} \) has the following good property [13].

**Lemma 1.** Let \( p \in M \) and \( q \) be the U-estimate of \( p \) in \( Q(p) \) or \( \mathcal{R} \), that is, the minimizer of the Bregman divergence,

\[
q = \arg \min_{r \in Q(p)} D_U(p, r) \quad \text{or} \quad q = \arg \min_{r \in \mathcal{R}} D_U(p, r).
\]

Then \( q \) satisfies

\[
\frac{q}{\langle q \rangle} = \frac{p}{\langle p \rangle}.
\]

**Proof.** For \( q \in Q(p) \), the variation in \( D_U(p, q) \) with respect to \( q \) under the constraint

\[
\langle p, q \rangle = \text{const.}
\]

is given by

\[
\delta D_U(p, q) - \lambda \delta \langle p, q \rangle = \langle u(q), \delta q \rangle - \langle p, \delta q \rangle - \lambda \langle p, \delta q \rangle = \langle q - (1 + \lambda)p, \delta q \rangle = 0,
\]

that means

\[
q = (1 + \lambda)p.
\]

For \( q \in \mathcal{R} \), the variation in \( D_U(p, q) \) with respect to \( q \) under the constraint

\[
\langle U(q) \rangle = \text{const.}
\]

is given by

\[
\delta D_U(p, q) - \lambda \delta \langle U(q) \rangle = \langle u(q), \delta q \rangle - \langle p, \delta q \rangle - \lambda \langle u(q), \delta q \rangle = \langle (1 - \lambda)q - p, \delta q \rangle = 0,
\]

that means

\[
q = p/(1 - \lambda).
\]

Due to the consistency of the Bregman divergence, the U-estimate of \( p \in \mathcal{P} \) in \( \mathcal{P} \) is \( p \) itself, that is,

\[
p = \arg \min_{r \in \mathcal{P}} D_U(p, r),
\]

and this is a suitable property of the U-estimate in \( \mathcal{P} \) for the statistical inference. The above lemma claims a kind of consistency of the U-estimate in \( Q \) and \( \mathcal{R} \) up to constant factor, and supports for constructing algorithms in those restricted subspaces.

4. **Pythagorean Relation and u-Model**

By considering the relationship between the \( m \)- and \( u \)-representations, we can construct an important model for \( U \)-estimation. First, we show an essential theorem obtained from duality of \( m \)- and \( u \)-representations [4, 10].

**Theorem 1** (Pythagorean relation). Let \( p, q \) and \( r \) be in \( M \). If \( p - q \) and \( r - \tilde{q} \) (i.e. \( \xi(r) - \xi(q) \)) are orthogonal

\[
\langle p - q, r - \tilde{q} \rangle = 0,
\]

then the Pythagorean relation

\[
D_U(p, r) = D_U(p, q) + D_U(q, r)
\]

holds.

The statement is easily obtained by calculating \( D_U(p, r) - D_U(p, q) - D_U(q, r) \) with Eq. (13), and the complete proof can be found in [4, 10].

This theorem shows two important observations. One is that flat subspaces in terms of the \( m \)- and \( u \)-representations play an key role in geometry associated with the Bregman divergence. The flat subspaces are defined by

**m-flat subspace**: \( \mathcal{M}_m \)

\[
p, q \in \mathcal{M}_m \Rightarrow ap + (1 - \alpha)q \in \mathcal{M}_m, \ 0 < \alpha < 1,
\]

**u-flat subspace**: \( \mathcal{M}_u \)

\[
p, q \in \mathcal{M}_u \Rightarrow u(ap + (1 - \alpha)q) \in \mathcal{M}_u, \ 0 < \alpha < 1.
\]

The other is that the \( U \)-estimate \( q \) is regarded as an orthogonal projection with the \( m \)-representation from \( p \) to the \( u \)-flat subspace. Geometrical structures of estimation with the Bregman divergence are intensively discussed in [4, 10].

We can also introduce a parametric model which suits for statistical inference as follows [4, 8].

**Theorem 2** (\( u \)-model). Let \( t(x) \) be a \( d \)-dimensional vector-valued function on \( X \), and consider an equal mean subspace in \( \mathcal{P} \)

\[
\Gamma_r = \left\{ r(x) \mid r \in \mathcal{P}, E_r[t] = \langle r, t \rangle = r \right\}.
\]

Let \( p \) be the maximum \( U \)-entropy function in \( \Gamma_r \), which is defined by

\[
p = \arg \max_{r \in \Gamma_r} H_U(r),
\]
then \( p \) is found in the \( u \)-model defined by
\[
(26) \quad p(x) = u(\theta^T t(x) - b(\theta)),
\]
where \( \theta \) is a parameter vector in \( \mathbb{R}^d \) and \( b \) is a normalization constant to impose \( p \in \mathcal{P} \).

Note that if \( f \) is a probability density function, \( \langle f, g \rangle \) becomes the expectation of \( g \), which is denoted by \( E_f[g] \) in some cases.

Proof. The variation in \( H_U(p) \) under the constraint
\[
\langle p, t \rangle = \tau \quad \text{and} \quad \langle p \rangle = 1
\]
is given by
\[
\delta H_U(p) = \theta^T \delta \langle p, t \rangle + \lambda \delta \langle p \rangle
\]
\[
= \langle u(\hat{p}), \delta \hat{p} \rangle - \langle p, \delta \hat{p} \rangle - \langle \delta \hat{p}, \hat{p} \rangle + \theta^T \langle \delta p, t \rangle + \lambda \langle \delta p \rangle
\]
\[
= \langle \delta p, -\hat{p} + \theta^T t + \lambda \rangle
\]
\[
= 0,
\]
where \( \theta \in \mathbb{R}^d \) and \( \lambda \in \mathbb{R} \), and we know \( p \) has the form of
\[
(27) \quad \hat{p} = \theta^T t(x) + \lambda.
\]
Depending on \( \theta \), \( \lambda \) is chosen so as to satisfy the normalized condition of \( p \in \mathcal{P} \), and we obtain the \( u \)-model by rewriting \( \lambda = -b(\theta) \).

While this normalized \( u \)-model is suitable for conventional statistical inference, we can additionally consider different conditions for the bias function \( b(\theta) \) of the \( u \)-model
\[
(28) \quad \mathcal{U} = \left\{ q(x) = u(\theta^T t(x) - b(\theta)), \theta \in \mathbb{R}^d \right\}
\]
based on consistent subspaces \( \mathcal{Q} \) and \( \mathcal{R} \).

For \( q \in \mathcal{U} \), the derivative of \( b \) has to satisfy following conditions depending on constraints, respectively.

normalized \( u \)-model: \( \mathcal{U} \cap \mathcal{P} \)
\[
(29) \quad \frac{\partial b(\theta)}{\partial \theta} = \langle u'(q), t \rangle = \langle u'(\hat{q}), t \rangle,
\]
where \( u' \) is the derivative of \( u \).

moment matching \( u \)-model: \( \mathcal{U} \cap \mathcal{Q}(p_0) \)
\[
(30) \quad \frac{\partial b(\theta)}{\partial \theta} = \langle p_0, t \rangle = E_{p_0}[t] = \text{const.}
\]

constant volume \( u \)-model: \( \mathcal{U} \cap \mathcal{R} \)
\[
(31) \quad \frac{\partial b(\theta)}{\partial \theta} = \langle q, t \rangle = \langle q \rangle.
\]

Note that each restricted model is not simply flat, however we can prove modified Pythagorean relations as follows.

Corollary 1 (normalized model). Let \( p \) be in \( \mathcal{P} \), and \( q, r \) be in \( \mathcal{U} \cap \mathcal{P} \). If \( q \) is the \( U \)-estimate of \( p \), that is,
\[
(32) \quad q = \arg \min_{q \in \mathcal{U} \cap \mathcal{P}} D_U(p, q'),
\]
then
\[
(33) \quad D_U(p, r) = D_U(p, q) + D_U(q, r)
\]
holds.

Proof. Since \( D_U \) is minimized at \( q \), we see
\[
\frac{\partial}{\partial \theta} D_U(p, q) = \frac{\partial}{\partial \theta} \{ \langle U(\bar{q}) \rangle - \langle p, \bar{q} \rangle \}
\]
\[
= \langle \bar{q} - \bar{t} - \bar{b}' - \langle p, \bar{t} - \bar{b}' \rangle \rangle
\]
\[
= 0,
\]
where \( \bar{b}' = \frac{\partial b(\theta)}{\partial \theta} \). Using the fact that \( \langle p \rangle = \langle q \rangle = 1 \), we have
\[
\langle q - p, t - b' \rangle = \langle q - p, t \rangle - \langle b' \rangle (q - p)
\]
\[
= 0.
\]
Writing the \( u \)-representations of \( q \) and \( r \) with \( \theta \) and \( \eta \) as
\[
\bar{q} = \theta^T t(x) - b(\theta), \quad \bar{r} = \eta^T t(x) - b(\eta),
\]
we see that \( p - q \) and \( \bar{r} - \bar{q} \) are orthogonal as
\[
\langle p - q, \bar{r} - \bar{q} \rangle
\]
\[
= \langle p - q, (\eta - \theta)^T t - (b(\eta) - b(\theta)) \rangle
\]
\[
= \langle (\eta - \theta)^T (p - q, t) - (b(\eta) - b(\theta)) \rangle \langle p - q \rangle
\]
\[
= 0.
\]

Corollary 2 (moment matching model). Let \( p \) be in \( \mathcal{P} \), and \( q, r \) be in \( \mathcal{U} \cap \mathcal{Q} \). If \( q \) is the \( U \)-estimate of \( p \), that is,
\[
(34) \quad q = \arg \min_{q \in \mathcal{U} \cap \mathcal{Q}} D_U(p, q'),
\]
then
\[
(35) \quad D_U(p, r) = D_U(p, q) + D_U(q, r)
\]
holds.

Proof. Let us define
\[
\tau = \langle p_0, t \rangle = E_{p_0}[t],
\]
then, from the moment matching condition (30), \( b \) is written as
\[
b(\theta) = \theta^T \tau + \text{const.}
\]
Knowing that
\[
\frac{\partial}{\partial \theta} D_U(p, q) = \langle q - p, t - b' \rangle = \langle q - p, t - \tau \rangle = 0,
\]
we conclude
\[
\begin{align*}
\langle p - q, \tilde{r} - \tilde{q} \rangle &= \langle p - q, (\eta - \theta)^T t - (\eta - \theta)^T \tau \rangle \\
&= (\eta - \theta)^T (\underbrace{\langle p - q, t - \tau \rangle}_0)
\end{align*}
\]

**Corollary 3** (constant volume model). Let \( p \) be in \( \mathcal{P} \), and \( q, r \) be in \( \mathcal{U} \cap \mathbb{R} \), and let us define an auxiliary measure of \( p \) scaled by \( q \) with
\[
\tilde{p} = (q)p.
\]

If \( q \) is the \( U \)-estimate of \( p \), that is,
\[
q = \arg \min_{q \in \mathcal{U} \cap \mathbb{R}} D_U(p, q),
\]
then among \( \tilde{p}, q \) and \( r \), the Pythagorean relation
\[
D_U(\tilde{p}, r) = D_U(\tilde{p}, q) + D_U(q, r)
\]
holds.

**Proof.** According to the constant volume condition (31) and \( \langle p \rangle = 1 \),
\[
\frac{\partial}{\partial \theta} D_U(p, q) = \langle q - p, t - b' \rangle
= \langle q - p, t \rangle - \langle q, t \rangle \langle p \rangle
= \frac{\langle q, t \rangle}{\langle q \rangle} - \langle p, t \rangle
= 0,
\]
therefore we obtain
\[
\langle \tilde{p} - q, \tilde{r} - \tilde{q} \rangle = \langle (q)p - q, (\eta - \theta)^T t - (b(\eta) - b(\theta)) \rangle
= (\eta - \theta)^T \langle (q) (p, t) - (q, t) \rangle
- (b(\eta) - b(\theta)) \langle (q) (p) - (q) \rangle
= 0.
\]

5. **Characterization of Mixture**

Aside from parametric models, we can consider mixtures of density functions in \( m \)- and \( u \)-representations, which are regarded as flat subspaces spanned by finite density functions. The following two theorems characterize the \( m \)-mixture and \( u \)-mixture of density functions respectively.

**Theorem 3.** Let \( p_i, i = 1, \ldots, n \) be probability density functions and \( w_i, i = 1, \ldots, n \) be associated weights which satisfy
\[
w_i \geq 0, \quad \sum_{i=1}^n w_i = 1.
\]

We define the \( m \)-mixture of \( p_i \) with
\[
p_m(x) = \sum_{i=1}^n w_i p_i(x),
\]
then the minimizer of the weighted Bregman divergence
\[
\sum_{i=1}^n w_i D_U(p_i, q) \quad \text{in} \quad \mathcal{P}
\]
holds
\[
\text{as}
\]
\[
\arg \min_{q \in \mathcal{P}} \sum_{i=1}^n w_i D_U(p_i, q) = p_m.
\]

**Proof.** From the definition of the Bregman divergence, we can rewrite the weighted Bregman divergence as
\[
\sum_{i=1}^n w_i D_U(p_i, q)
= \sum_{i=1}^n w_i \{ (U(q)) - (U(\tilde{p}_i)) - (p_i, q - \tilde{p}_i) \}
= (U(q)) - \sum_{i=1}^n w_i \langle p_i, \tilde{p}_i \rangle
= \sum_{i=1}^n w_i \langle p_i, \tilde{p}_i \rangle
= \sum_{i=1}^n w_i H_U(p_i).
\]

Therefore, the optimization objective becomes
\[
\arg \min_{q \in \mathcal{P}} \sum_{i=1}^n w_i D_U(p_i, q) = \arg \min_{q \in \mathcal{P}} H_U(p_m, q)
= \arg \min_{q \in \mathcal{P}} D_U(p_m, q),
\]
because of
\[
\arg \min_{q \in \mathcal{P}} D_U(p, q) = \arg \min_{q \in \mathcal{P}} H_U(p, q) - H_U(p)
= \arg \min_{q \in \mathcal{P}} H_U(p, q).
\]

From the consistency of the Bregman divergence in \( \mathcal{P} \), we conclude
\[
\arg \min_{q \in \mathcal{P}} \sum_{i=1}^n w_i D_U(p_i, q) = \arg \min_{q \in \mathcal{P}} D_U(p_m, q) = p_m.
\]

Since the Bregman divergence \( D_U(p, q) \) is not symmetric with respect to \( p \) and \( q \), the reversal usage of the Bregman divergence gives a slightly different result.

**Theorem 4.** Let \( p_i, i = 1, \ldots, n \) be probability density functions and \( w_i, i = 1, \ldots, n \) be associated weights which satisfy
\[
w_i \geq 0, \quad \sum_{i=1}^n w_i = 1.
\]

We define the \( u \)-mixture of \( p_i \) with
\[
p_u(x) = u \left( \sum_{i=1}^n w_i \tilde{p}_i(x) - b \right),
\]
where \( b \) is a normalization constant for imposing \( p_u \in \mathcal{P} \), then the minimizer of the weighted Bregman divergence \( \sum_{i=1}^{n} w_i D_U(q, p_i) \) in \( \mathcal{P} \) is given by the \( u \)-mixture of \( q_i \)'s as

\[
\text{arg min}_{q \in \mathcal{P}} \sum_{i=1}^{n} w_i D_U(q, p_i) = p_u.
\]

**Proof.** From the definition of the Bregman divergence, we see that

\[
\sum_{i=1}^{n} \sum_{j=1}^{n} w_i (U(p_j) - U(p_i)) = \sum_{i=1}^{n} w_i \left( U(p_i) - \langle q, p_i \rangle - \langle q, \tilde{p}_i \rangle + \langle q, \hat{p}_i \rangle \right)
\]

\[
= \sum_{i=1}^{n} w_i \left( U(p_i) - \langle q, p_i \rangle - \langle q, \tilde{p}_i \rangle + \langle q, \hat{p}_i \rangle \right) + \sum_{i=1}^{n} \sum_{j=1}^{n} w_i (U(p_j) - U(p_i)) - b(q)
\]

Using the fact that \( \langle q \rangle = 1 \) because \( q \in \mathcal{P} \) and the consistency of the Bregman divergence, we conclude

\[
\text{arg min}_{q \in \mathcal{P}} \sum_{i=1}^{n} w_i D_U(q, p_i) = \text{arg min}_{q \in \mathcal{P}} D_U(q, p_u) = p_u.
\]

These mixtures are employed in various methods of machine learning and statistics, and provide important applications. For example, the \( m \)-mixture is used in the bagging algorithm [3], and the \( u \)-mixture is implicitly used in the boosting algorithm [5, 10].

### 6. Density Integration

Now we are ready for stating our main theorem for integrating the probabilities estimated from different data sets.

**Theorem 5.** Let \( p_i, i = 1, \ldots, n \) be probability density functions and \( w_i, i = 1, \ldots, n \) be associated weights which satisfy

\[
w_i \geq 0, \sum_{i=1}^{n} w_i = 1.
\]

Let \( q_i, i = 1, \ldots, n \) be the \( U \)-estimates of \( p_i \) in the normalized \( u \)-model \( U \cap \mathcal{P} \),

\[
q_i = \text{arg min}_{q \in U \cap \mathcal{P}} D_U(p_i, q).
\]

For the \( m \)-mixture of \( p_i \)'s, the \( U \)-estimate in \( U \cap \mathcal{P} \) is given by the \( U \)-estimate of the \( m \)-mixture of \( q_i \)'s as

\[
\text{arg min}_{q \in U \cap \mathcal{P}} D_U(\sum_{i=1}^{n} w_ip_i, q) = \text{arg min}_{q \in U \cap \mathcal{P}} D_U(\sum_{i=1}^{n} w_iq_i, q).
\]

**Proof.** Following the same discussion with the \( m \)-mixture and using the Pythagorean relation, we see that

\[
\text{arg min}_{q \in U \cap \mathcal{P}} D_U(\sum_{i=1}^{n} w_i p_i, q)
\]

\[
= \text{arg min}_{q \in U \cap \mathcal{P}} H_U(\sum_{i=1}^{n} w_i p_i, q)
\]

\[
= \text{arg min}_{q \in U \cap \mathcal{P}} \left( U(q) \right) - \langle q, p_i \rangle
\]

\[
= \text{arg min}_{q \in U \cap \mathcal{P}} \sum_{i=1}^{n} w_i \left( U(q) - \langle q, p_i \rangle \right)
\]

\[
= \text{arg min}_{q \in U \cap \mathcal{P}} \sum_{i=1}^{n} w_i H_U(p_i, q)
\]

\[
= \text{arg min}_{q \in U \cap \mathcal{P}} \sum_{i=1}^{n} w_i D_U(p_i, q)
\]

\[
= \text{arg min}_{q \in U \cap \mathcal{P}} \sum_{i=1}^{n} w_i D_U(\sum_{i=1}^{n} w_iq_i, q).
\]

We should note that although \( q_i \)'s are in the \( u \)-model, the optimal \( q \) with respect to \( D_U(\sum_{i=1}^{n} w_iq_i, q) \) is not always found in the \( u \)-mixture of \( q_i \)'s, that is,

\[
q(x) = u(\sum_{i=1}^{n} w_i q_i(x) - b).
\]

This is easily understood, for example, by considering mixtures of two distributions under the Kullback-Leibler divergence where \( U(z) = \exp(z) \). Suppose \( q_1 \) and \( q_2 \) are densities of normal distributions with the same variance and different means, then \( u \)-mixtures (exponential mixtures) of \( q_1 \) and \( q_2 \) have the same variance, while \( m \)-mixtures of \( q_1 \) and \( q_2 \) have different variances. This means that the projection of \( m \)-mixtures onto normal distributions, which is the \( u \)-model in this case, can not be included in the \( u \)-mixtures. Even though \( q \) is restricted in the \( u \)-mixture of \( q_i \)'s, the relationship between weights of the \( m \)- and \( u \)-mixtures, \( w_i \) and \( w_i' \), is not explicitly written in general.

For \( q \) in the moment matching \( u \)-model \( U \cap \mathcal{Q} \), we can make the exactly same argument with \( q \) in the normalized \( u \)-model, that is

\[
\text{arg min}_{q \in U \cap \mathcal{Q}} D_U(\sum_{i=1}^{n} w_i p_i, q) = \text{arg min}_{q \in U \cap \mathcal{Q}} D_U(\sum_{i=1}^{n} w_i q_i, q).
\]

A similar statement also holds for the constant volume \( u \)-model \( U \cap \mathcal{R} \) with a slight modification of the mixture weights as follows.

**Theorem 6.** The \( U \)-estimate of the \( m \)-mixture of \( p_i \)'s in \( U \cap \mathcal{R} \) is given by

\[
\text{arg min}_{q \in U \cap \mathcal{R}} D_U(\sum_{i=1}^{n} w_i p_i, q) = \text{arg min}_{q \in U \cap \mathcal{R}} D_U(\sum_{i=1}^{n} w_i q_i/\langle q_i \rangle, q).
\]
Proof. Let us define
\[ w'_i = \frac{w_i}{(q_i)} \quad \text{and} \quad \tilde{p}_i = (q_i)p_i. \]
Because of the constant volume condition, \( \langle U(\tilde{q}) \rangle \) can be neglected in minimization, therefore
\[
\begin{align*}
\arg \min_{q \in U \cap R} D_U(\sum_{i=1}^n w'_i p_i, q) \\
= \arg \min_{q \in U \cap R} H_U(\sum_{i=1}^n w'_i p_i, q) \\
= \arg \min_{q \in U \cap R} \left( \sum_{i=1}^n w'_i p_i, q \right) \\
= \arg \min_{q \in U \cap R} \sum_{i=1}^n w'_i H_U(\tilde{p}_i, q) \\
= \arg \min_{q \in U \cap R} \sum_{i=1}^n w'_i D_U(\tilde{p}_i, q) \\
= \arg \min_{q \in U \cap R} \sum_{i=1}^n w'_i \{ D_U(\tilde{p}_i, q_i) + D_U(q_i, q) \} \\
= \arg \min_{q \in U \cap R} \sum_{i=1}^n w'_i D_U(q_i, q) \\
= \arg \min_{q \in U \cap R} D_U(\sum_{i=1}^n w'_i q_i / (q_i), q).
\end{align*}
\]
\[ \blacksquare \]

The following two examples show applications of the theorems.

Example 2. Let \( D_i, i = 1, \ldots, n \) be independent data sets and \( q_i, i = 1, \ldots, n \) be the U-estimates in \( U \cap P \) based on \( D_i \). That is, we construct an empirical distribution from a data set \( D_i = \{ x^{(i)}_j, j = 1, \ldots, |D_i| \} \), where \( |D_i| \) denotes the cardinality of \( D_i \), as
\[ p_i(x) = \frac{1}{|D_i|} \sum_j \delta(x - x^{(i)}_j), \]
and obtain the U-estimates by solving
\[ q_i = \arg \min_{r \in U \cap P} D_U(p_i, r) = \arg \min_{r \in U \cap P} H_U(p_i, r). \]

Let \( D \) be a combined data set of \( D_i, i = 1, \ldots, n \)
\[ D = \bigcup_{i=1}^n D_i. \]

Then its empirical distribution is written in the form of the m-mixture of \( p_i \)'s as
\[ p_m(x) = \sum_{i=1}^n |D_i| p_i(x) / \sum_{i=1}^n |D_i|. \]

Also we define the m-mixture of \( q_i \)'s as
\[ q_m(x) = \sum_{i=1}^n |D_i| q_i(x) / \sum_{i=1}^n |D_i|. \]

From the theorem, the U-estimate of \( p_m \) for the combined data set \( D \) is given by
\[ q = \arg \min_{r \in U \cap P} D_U(q_m, r), \]
instead of solving
\[ q = \arg \min_{r \in U \cap P} D_U(p_m, r). \]

This means that to estimate an integrated model from a combined data set, we simply keep estimated \( q_i \)'s as representatives of \( D_i \)'s and do not have to keep all the data sets.

Example 3. Let \( \tilde{D}_i, i = 1, \ldots, n \) be data sets with missing values. For example, \( x = (x_1, x_2, x_3) \) is the 3-dimensional variable and \( \tilde{D}_1 \) consists of \( \{ (x_1, x_2), j = 1, \ldots, |\tilde{D}_1| \} \) where \( x_3 \)'s are missing, \( \tilde{D}_2 \) consists of \( \{ (x_2, x_3), k = 1, \ldots, |\tilde{D}_2| \} \) where \( x_1 \)'s are missing, and so on. Let \( q_i, i = 1, \ldots, n \) be the \( U \)-estimates from incomplete data sets \( \tilde{D}_i \). When data include missing values, we can apply, for example, an extended EM algorithm \[6\] to obtain an estimate for each data set.

To integrate \( q_i \)'s, we need to calibrate weights, because each element of the parameter vector \( \theta \) is not equally influenced by missing elements of \( x \) and the number of partially observed data is not a good weight in this case. Here we consider the effective number of incomplete data with a similar argument found in the AIC (Akaike’s Information Criterion) literature \[1, 10\].

Let \( q \) be the \( U \)-estimate in \( U \cap P \) based on data \( D \) generated from a distribution \( p \), then the expected difference of the following divergences is asymptotically given by
\[ E[D_U(p, q) - D_U(p, p_\ast)] = \frac{\text{tr} GQ^{-1}}{2|D|}, \]
where \( E \) is the expectation with respect to data \( D, p_\ast \) is the optimal \( U \)-estimate of \( p \) in \( U \cap P \), and the \( ij \)-elements of matrices \( G \) and \( Q \) are defined by
\[ G_{ij} = \left\langle \frac{\partial}{\partial \theta_i} \log q \frac{\partial}{\partial \theta_j} \right\rangle = E_p \left[ \frac{\partial}{\partial \theta_i} \log \tilde{q} \frac{\partial}{\partial \theta_j} \tilde{q} \right], \]
\[ Q_{ij} = \left\langle \frac{\partial^2}{\partial \theta_i \partial \theta_j} \log q \right\rangle = E_p \left[ \frac{\partial^2}{\partial \theta_i \partial \theta_j} \log \tilde{q} \right]. \]

Note that estimates of \( G \) and \( Q \) are calculated by replacing the true distribution \( p \) with the empirical distribution in practice.

Let \( y \) be the visible or observable part of \( x \) and \( z \) be the hidden part of \( x \). The marginal distribution of \( y \) is obtained by integrating \( \tilde{q}(x) = q(y, z) \) with respect to \( z \)
\[ \tilde{q}(y) = \int q(y, z) dz. \]

Let \( \tilde{G} \) and \( \tilde{Q} \) be the above defined two matrices calculated from the marginalized density function \( \tilde{q} \). Then Eq. \(53\) for the estimate from incomplete data set \( \tilde{D} \) is given by
\[ E[D_U(p, q) - D_U(p, p_\ast)] = \frac{\text{tr} \tilde{G}\tilde{Q}^{-1}}{2|\tilde{D}|}. \]

Suppose we have a data set \( D \) without missing values, and a data set \( \tilde{D} \) with missing values. If two estimates from
\( \mathcal{D} \) and \( \tilde{\mathcal{D}} \) satisfy
\[
\frac{\text{tr} \, GQ^{-1}}{|\mathcal{D}|} = \frac{\text{tr} \, \tilde{G}\tilde{Q}^{-1}}{|\tilde{\mathcal{D}}|},
\]
we can expect those two estimates have the same effectiveness in estimation. Therefore,
\[
|\mathcal{D}| = \frac{\text{tr} \, GQ^{-1}}{|\mathcal{D}|} \tilde{\mathcal{D}}
\]
can be regarded as the effective number of data \( \mathcal{D} \), which corresponds to the number of the complete data giving the same accuracy with the estimate from the incomplete data. Using the effective number of data \( |\mathcal{D}| \) instead of the original number of data \( |\mathcal{D}| \), we define the \( m \)-mixture of \( q_i \)'s as
\[
q_m(x) = \frac{\sum_{i=1}^{n} |\mathcal{D}_i| q_i(x)}{\sum_{i=1}^{n} |\mathcal{D}_i|},
\]
a probability integration considering information loss of partial observation is given by
\[
q = \arg \min_{r \in U \cap P} D_U(q_m, r).
\]

In this example, an effective number of incomplete data is discussed along the lines of AIC, however, there are many possibilities for estimating efficiency of data. Basically, efficiency is determined by accuracy of estimates, therefore any confidence assessments of estimates can be applied, such as cross-validation and bootstrap methods. Moreover, those methods are applicable to evaluate accuracy of moment matching model and the constant volume model, and hence enable us to integrate those models also.

7. Conclusion

In this paper, we have investigated properties of consistent subspaces and well-behaved parametric models associated with the Bregman divergence, and derived a natural method for integration of multiple density functions. While we have mainly focused on joint density functions, theories can be easily extended to conditional density functions in straight-forward manner, and can be applied to problems of aggregating multiple estimates in regression and classification. Also, in this paper, only simple parametric models are considered, but it would be interesting to extend to more complicated models and situations such as non-parametric models, estimates from multiple divergences, and dependent data sets.
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